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Abstract—Many predictable natural hazards, including ex-

treme weather events, lead to outage of multiple transmission 
lines. Although such outages can be predicted in advance, there is 
a great deal of uncertainty in these predictions. To appropriately 
use the failure estimations in day-ahead power system scheduling, 
this paper formulates a stochastic unit commitment (SUC) prob-
lem. The formulated problem, however, is extremely computation-
ally-demanding, as the uncertainty is placed on the binary status 
of transmission lines. This paper, then, develops a computationally 
efficient algorithm to solve the formulated SUC for large-scale sys-
tems. The algorithm employs generation shift factors to enable 
rapid calculation of power flows. Additionally, flow canceling 
transactions are used to model multiple line outages without hav-
ing to recalculate shift factors. Finally, critical constraints are it-
eratively detected and added to the problem. This approach sub-
stantially reduces the size of the problem, which helps computa-
tional tractability. The effectiveness of the developed algorithm is 
demonstrated through a simulation study on Texas 2000-bus test 
system. The algorithm is used to minimize the lost load during a 
hypothetical hurricane that passes through the system. In compar-
ison with the 𝒃 − 𝜽  formulation, the proposed algorithm can solve 
the problem up to 98% faster and with 95% less memory. 
 

Index Terms—Extreme weather, predictable natural hazards, 
preventive operation, power system reliability, power system resil-
ience, stochastic unit commitment, uncertainty management.  

I. NOMENCLATURE 
A. Sets 
𝐺 Set of generators 
g Index of the generator, 𝑔 𝜖	𝐺 
N Set of buses 
n Index for the bus, 𝑛	𝜖	𝑁 
K Set of transmission lines and transformers 
k Index of the transmission line and transformers, 𝑘 𝜖	𝐾 
M Set of monitored transmission lines and transformers 
m Index of the monitored transmission line, 𝑚 𝜖	𝑀 
S Set of Scenarios 
s Index of the scenario, 𝑠	𝜖	𝑆 
O Set of outages 
o Index of outage, 𝑜	𝜖	𝑂 
frm Set of starting bus of lines 

 
 
 
 

 

to Set of ending bus of lines 

B. Parameters 
ng Number of generation units 
nl Number of transmission lines and transformers 
nb Number of buses 
ns Number of scenarios 
𝑐 Cost of generation 
𝑐34  No-load cost for generator 
  
𝑐56 Start-up cost for generator 
𝑐57 Shut-down cost for generator 
𝑐89: Load shedding cost (penalty) 
𝑐;< Over-generation cost (penalty) 
𝜋 Scenario possibility 
𝑃𝐺?@A Maximum generation power by generator 
𝑃𝐺?BC Minimum generation power by generator 
𝐹?@A  Maximum thermal capacity of line 
𝐹?BC  Minimum thermal capacity of line 
𝑅𝑚𝑝GH  Hourly ramp-up and ramp-down of generator 
C. Variables 
𝑃𝐺 Generated power by gnerator 
𝑃I Demand power at bus 
𝑃89: Load shedding power 
𝑃;< Over-generation power 
PTDF Power transfer distribution factor matrix  
LODF Line outage distribution factor matrix  
𝑷 Net nodal injected power matrix  
𝑭 Line flow vector 
𝑨 Adjacency matrix 
𝑩NO Branch admittance matrix 
𝑩 Nodal admittance matrix 
b Susceptance of line 
𝑭𝑪 Flow canceling transactions vector 
𝑢 Unit commitment binary variable 
𝑣 Start-up binary variable 
𝑥 Shut-down binary variable 
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II. INTRODUCTION 
NIT commitment (UC) is frequently used by power system 
operators to identify the commitment status and dispatch 
of the generating units in order to serve the load at the min-

imum cost [1]. System operators employ UC for day-ahead and 
intra-day operations as well as forward market clearing. UC 
also performs reliability and validity assessments [2]. Despite 
all the enhancements in UC solvers over the last decades, it is 
still considered to be a computationally demanding problem, 
due to the inclusion of integer variables describing the commit-
ment status of the generating units [3]–[5]. The computational 
burden increases with the size of the system as well as the mod-
eling of uncertainties. Recently, to enhance the system reliabil-
ity in the presence of high penetration of renewable resources, 
additional sources of uncertainty and risk are proposed to be 
included in the UC problem. Such model enhancements, while 
improving the system efficiency, will make the UC problem  
even more challenging to solve [2]. 

While a vast body of the literature has focused on 
uncertainties associated with renewable energy [6]–[10], 
predictable hazards are another category of uncertainties, which 
are not yet properly integrated into UC. Severe weather, such 
as hurricanes, tornadoes, ice storms, and snowstorms, are 
examples of such hazards, which can be predicted in advance. 
Over the last few years, the damage to the transmission and dis-
tribution networks, caused by hurricanes and tornadoes, has 
been responsible for over 80% of power outages in the United 
States, affecting many millions of people [11], [12]. Severe 
weather usually leads to outage of multiple transmission and 
distribution elements, whose failure probabilities can be pre-
dicted. However, as the number of the affected elements is large 
and the outages change the network topology over time, inclu-
sion of such probabilities within the UC problem will make it 
extremely hard to solve using existing formulations.  

Traditionally, deterministic methods based on the operating 
reserve requirements have been used to solve the unit commit-
ment problem in the presence of uncertainties. In deterministic 
methods, a minimum level of reserve is obtained for uncertainty 
management [13]. Although the deterministic methods are 
computationally efficient, they do not necessarily guarantee re-
liability and can be economically inefficient. Moreover, the cur-
rent industry practices focus on N-1 reliability and are neither 
designed nor capable of handling multiple line outages. It 
should be noted that with the current deterministic reserve re-
quirements, reserve deliverability is not guaranteed even for an 
N-1 event [14]. Hence, there is a need for efficiently modeling 
the uncertainties and risks of multiple line outages, during a pre-
dictable hazard, such as a hurricane.  

An alternative approach to deterministic methods is stochas-
tic optimization. A scenario-based stochastic optimization 
problem models future uncertainties as possible scenarios, with 
a realization probability. As stochastic optimization explicitly 
models uncertainties, it can achieve higher levels of efficiency; 
this gain in solution quality, however, comes at the cost of sub-
stantial computational burden [1], [2]. This paper precisely ad-
dresses this challenge by developing a computationally efficient 

algorithm for stochastic unit commitment (SUC), considering 
uncertain N-k line outage scenarios. The method developed in 
this paper, thus, can be used to solve preventive unit commit-
ment, in an attempt to reduce power outages.  

Since the introduction of SUC, many researchers have devel-
oped a variety of methods to model more uncertainties and im-
prove SUC’s computational efficiency [15]–[19]. The compu-
tational demands of the problem can vary based on the type of 
uncertainty, e.g., generation dispatch or transmission status, and 
the uncertainty distribution, e.g., normal or Boolean. As men-
tioned earlier, this paper focuses on the uncertainty associated 
with the status of transmission elements. 

There are a few studies on the modeling of uncertain equip-
ment failures in the transmission network. A method to solve 
the security-constrained UC for large networks with one line 
outage possibility is developed in [20]. However, the proposed 
method is not valid when there are multiple line outages. An-
other relevant work in terms of the formulation is the 
transmission topology optimization problem [21], where a 
number of transmission lines are switched out. The formulation 
in [21] is of particular interest, due to the derivation of flow 
canceling transactions. The formulation allows computation of 
network flows, in the presence of multiple line outages without 
requiring recalculation of the shift factor matrix. We adopt this 
technique in our paper to improve the computational efficiency 
of the model. Another important  observation in the literature is 
presented in [22], where the authors suggest that combining sto-
chastic methods with deterministic methods is advantageous as 
the deterministic method can compensate the unseen uncertain-
ties. Although this approach will enhance the solution time, the 
problem can still be too hard to solve even with a few scenarios. 
This is shown later in the results section of this paper. 

This paper contributes to the literature by developing a 
computationally efficient stochastic unit commitment 
formulation, which can handle uncertain N-k line outage 
scenarios on a large-scale system. The developed model can be 
adopted for preventive operation during severe weather such as 
hurricanes or ice-storms or any other predictable natural/man-
made hazards that can damage transmission lines. The model is 
capable of handling large-scale systems with standard hardware 
within an acceptable time. 

The remainder of this paper is organized as follows: in 
Section III, our basic targets and summery of contributions are 
introduced. Section IV represents our methodology, which is a 
discussion on selected methods and models that are used in this 
study. In Section V, our algorithm and overall flowchart for 
calculations are described, and the mathematical formulation of 
the problem is explained. Our test-case study, used to evaluate 
the performance and accuracy of the proposed model, is 
discussed in Section VI. Finally, Section VI,VII, and VIII 
present the conclusions of this study and opportunities for 
future research. 

III. ASSUMPTIONS AND CONTRIBUTIONS 
In this paper, for the first time, we develop a formulation that 

enables SUC to address multiple line outages in the network. 

U 
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The formulation can be used in different applications such as 
SUC in the presence of hurricane, reliability analysis, and line 
switching optimization studies. The model uses a smart iterative 
technique in combination with SUC in order to eliminate un-
necessary variables and constraints to make the calculation 
faster with minimum hardware. It should be noted that in this 
paper, “scenario” refers to any particular future condition that 
can happen due to the presence of uncertainties in the network.  
The targets that we aim to achieve through the developed model 
are summarized below: 

1- The method should be able to solve the SUC for a large-
scale real-world size network with multiple scenarios.  

2- The method should be able to solve within an acceptable 
computational time with standard hardware. 

3- As multiple line outages are allowed, the network topol-
ogy can change over the duration of the study (a day), and 
the model should be able to handle this. 

4- As changes in the topology may lead to inevitable load 
shedding or over-generation (outage of a radial line), the 
model should allow relaxation of nodal power balance. 

IV. METHODOLOGY 
In this section, in order to make the formulation easier to un-

derstand and follow, the process of method evaluation and se-
lection is described step by step. First, we need to evaluate ex-
isting methods for each sub-problem and select an appropriate 
one or develop a new method, if there is no existing solution. 
Second, all sub-problems should be combined to form the com-
plete SUC model. Later, the algorithm should be fine-tuned for 
enhanced computational time and hardware requirements. 

A. Main Method Selection 
The main goal here is to optimize the objective function, 

which is defined as the generation cost or load shedding and 
over-generation penalty, in the presence of uncertain multiple 
line failure scenarios during the day. As discussed earlier, for 
this application, deterministic methods are not efficient in term 
of economic efficiency and reliability. Robust optimization, as 
introduced and used in [23]–[25], is not efficient either due to 
two main shortcomings. First, in robust unit commitment, 
usually the worst possible case is considered. As there are many 
components (lines) with outage possibility, deciding based on 
the worst possible case would impose unnecessary cost through 
the tighter constraints to the system. Second, it is not easy to 
determine the worst case when there are multiple outages. In 
other words, it is not necessarily a correct assumption that any 
line with any chance of failure should be considered faulty to 
create the worst possible case. For example, if there are two 
parallel lines with failure chances, losing both may be better 
than losing only the stronger one, in terms of congestion and 
transfer capability. Moreover, while robust optimization may 
reduce load shedding, it can increase the over-generation. The 
two remaining candidate methods are stochastic unit commit-
ment and dynamic optimization. Considering all the advantages 
and disadvantages of these two methods as described in [2], 

here, we choose stochastic optimization as our modeling ap-
proach.    

B. Power Flow Modeling. 
Traditionally, there are two main methods to calculate the 

power flows in the network: the full AC model and DC approx-
imations. At the moment, most AC optimal power flow solvers 
cannot guarantee the optimality of the solution and take very 
long to solve even for small systems [26], [27]. Consequently, 
every single system operator in North America uses one or an-
other form of DC optimal power flow in their operation soft-
ware [28]. Thus, DC power flow approximation is used in this 
paper. While the  DC-based, B-θ formulation is well-known in 
academic studies as described in [28], [29], we decided not to 
use it due to its computational inefficiency. The B-θ formula-
tion calculates the voltage angles for all the buses and all the 
hours individually to calculate the line flows. This translates to 
a large number of unnecessary variables and constraints in the 
model that leads to increased computational burden.   

The injection shift factor and power transfer distribution fac-
tor (PTDF) are known as promising methods, which avoid un-
necessary calculations [21], [30]. Injection shift factor deter-
mines the flow of any line when the net injection at all buses is 
known. PTDF represents the sensitivity of flow of any line with 
respect to a transfer of power between two buses. The net injec-
tion power at each bus can be assumed as a transfer from that 
bus to the slack bus. Therefore, PTDF can be used to determine 
the line flow when the slack bus is excluded and injected power 
at each bus is known. Note that PTDF matrix is a network de-
scriber, independent from operation point. PTDF needs to be 
calculated once for a network and not per operation point. Here, 
we use a modified version of the PTDF method to calculate 
power flows, as described in section V. 

C. Multiple Line Outage Modeling 
In the standard PTDF method, a change in the network topol-

ogy requires recalculation of the PTDF matrix. To have a 
picture of how much time PTDF calculation requires, in our 
results for large-scale networks, PTDF calculation consumes 
around 40% of total solution time when the model solves the 
standard unit commitment problem, with no uncertainty model-
ing, for 24 periods. Thus, in SUC, as the network topology can 
change any time, it is not efficient to recalculate the PTDF. A 
single line outage can be handled simply using the famous line 
outage distribution factors (LODF) [31]. Numerous studies use 
this technique to calculate the power flow with different appli-
cations with a single line outage [32], [33]. However, the stand-
ard formulation is not valid in the case of multiple line outages.  

LODF identifies the percentage of the flow on a line that 
would flow on other lines, should the first line go out of the 
service. Similar to PTDF, LODF also depends on the network 
topology, and one cannot apply superposition to calculate the 
flows after the outage of two or more lines.  

In the formulation section, using the original idea of LODF 
and flow canceling transactions concept, developed in [21], we 
develop  a formulation to model power flows with multiple line 



4 
 
 
 
 
outages, without requiring recalculation of the PTDF matrix. 

V. ALGORITHM AND FORMULATION 

A. Algorithm 
For large networks, the mathematical representation of SUC 

will include too many variables and constraints. A properly 
designed formulation should reduce the required calculation by 
avoiding a large number of unnecessary variables and con-
straints without changing the underlying problem. This paper 
aims to offer a highly efficient formulation that avoids unnec-
essary calculations using an iterative approach by only includ-
ing the necessary variables and constraints.  

To do so, the main calculations of SUC are divided into three 
segments, as shown in Fig.  1. In the first segment, block “A” 
reads the data from stored files, and block “B” calculates net-
work parameters that will not be changed over the course of the 
study.  The stored files include information on buses, lines, 
loads, generators, outages, and failure scenarios. The two main 
network parameters that will not change over time include 
PTDF and LODF matrices. At the end of this segment, the pa-
rameters that define the constraints are set for the first iteration 
of SUC to exclude all the line thermal capacity limits and gen-
eration ramp constraints.  

At the beginning of the second segment, block “C” reads con-
trol flags and generates constraints for the current iteration of 
the SUC, based on these flags. Note that the flags are all initial-
ized to 0 for thermal and ramping constraints, at the end of seg-
ment 1. These flags indicate the constraint/variable that should 
or should not be added. For example, M(s) is a control matrix 
which includes all the lines that should be monitored under sce-
nario s, and O(s) reflects the failed lines under scenario s.  

 

 
Fig.  1. Simplified flowchart of calculations 

Finally, in the third segment, with the calculated solution 
from segment two, all network variables are calculated in block 
“D,” and block “E” and “F” check if the values are out of bound 

and any more constraints are needed to be added to the SUC in 
the next iteration. If the optimal solution is found and no con-
straint is violated, block “G” creates the output results. 

This approach essentially removes a large number of unnec-
essary variables and constraints from the optimization model. 
The variables are calculated, and the constraints are checked 
only after a solution is found. In the case that the solution vio-
lates any constraint, the constraint is added in the next iteration. 
Since optimization is much more computationally burdensome 
compared to post-optimization processing, this approach signif-
icantly reduces the computational burden of the problem, com-
pared to solving a single iteration that includes all the con-
straints. 

B. Formulation 
1) Power Flow: As previously stated, when the net injection 

value is known at all buses, it is possible to calculate the line 
flow by using the PTDF matrix. This is formulated as follows:  

𝑭 = 𝑷𝑻𝑫𝑭× 𝑷 (1) 
where 𝑷 is the net nodal power injection vector, which equals 
nodal generation minus nodal load, excluding the slack bus. In 
a simple case with no load shedding or over-generation, net 
nodal power injection can be calculated as: 

𝑃(C) = 𝑃𝐺(C) − 𝑃I(C) "		𝑛	≠	Slack	bus (2) 
and PTDF which is an nl×(nb-1) matrix that is calculated as: 

𝑷𝑻𝑫𝑭 = 𝑩NO𝑨𝑩cd (3) 
where 𝑩NO  is a nl×nl matrix and calculated as: 

𝐵NO(f,fh) = i
𝑏(f),				𝑘 = 𝑘k

0,							𝑘 ≠ 𝑘k
  	"	𝑘, 𝑘k∈	L	

(4) 

In 𝑩NO , the diagonal elements are lines susceptances, and all 
non-diagonal elements are zero. 𝑨 is an nl×(nb-1) adjacency 
matrix, and its elements are determined as: 

𝐴(f,C) = p
+1
−1
0

 
if	line	𝑚	starts	from	node	𝑛 
if	line	𝑚	ends	at	node	𝑛 
otherwise 

(5) 

"	𝑘, and  "		𝑛	≠	Slack	bus  
B is an (nb-1)×(nb-1) admittance matrix (slack bus is 

excluded), and its elements are calculated as: 

𝐵(C,Ch) = |

−𝑏(C,Ch)
	

} 𝑏(C,Ch)
CN

Ch~d

 

𝑛 ≠ 𝑛k 
 
𝑛 = 𝑛k 

(6) 

It is worth mentioning that in the same way that (1) calculates 
the power flow for all lines, power flow on line k can be calcu-
lated as: 

 
𝐹(f) = 𝑷𝑻𝑫𝑭(f) × 𝑷 "	𝑘	 (7) 

 
2) Line Outage: In line outage calculations, LODF is the 

main required information. LODF is an nl×nl matrix that can 
be calculated by using PTDF. Each element, 𝐿𝑂𝐷𝐹(?,?h), de-
termines what fraction of pre-outage power that was flowing on 
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line 𝑚 will be transferred to line 𝑚k if line 𝑚 goes offline. As-
suming that the “from” and “to” nodes of line 𝑚 are indicated 
by “fm” and “to”, 𝐿𝑂𝐷𝐹(?,?h) is calculated as: 

𝐿𝑂𝐷𝐹(?,?h) =
𝑃𝑇𝐷𝐹(?h,�?) − 𝑃𝑇𝐷𝐹(?h,�;)

1 − (𝑃𝑇𝐷𝐹(?,�?) − 𝑃𝑇𝐷𝐹(?,�;))
 ∀	𝑘, 𝑘k 

and 
𝑘 ≠ 𝑘k 

(8) 

The value of (8) cannot be greater than one or less than minus 
one. (1) - (8) are needed in the first segment of the flowchart in 
Fig.  1. 

3) Objective Function: The objective function for most 
cases can be defined as minimization of the cost function. How-
ever, in applications such as preventive operation, the goal is to 
minimize the lost load during a predictable hazard, putting reli-
ability above the cost. Hence, the objective function can be 
defined as minimization of load shedding plus over-generation. 
One way to balance economic efficiency and reliability is to add 
the value of lost load to the generation dispatch cost, as shown 
in: 

Minimize ∑ {𝜋(9)9 ∑ [∑ (𝑐(𝑔)𝑃𝐺(𝑠,𝑔,𝑡) + 𝑐(𝑔)
𝑁𝐿 𝑢(𝑠,𝑔,𝑡) +𝑔𝑡

𝑐(𝑔)
𝑆𝑈 𝑣(𝑠,𝑔,𝑡) + 𝑐(𝑔)

𝑆𝐷 𝑥(𝑠,𝑔,𝑡)) + ∑ �𝑐(𝑛)𝑙𝑠ℎ 𝑃(𝑠,𝑛,𝑡)
𝑙𝑠ℎ � +𝑛

∑ (𝑐(𝑔)
𝑜𝑔 𝑃(𝑠,𝑔,𝑡)

𝑜𝑔 )𝑔 ]}. 
(9) 

In (9), the first term represents generation cost; the second 
term represents load shedding cost; and the third term repre-
sents over generation cost. For simplicity, this is shown in (10). 
Minimize ∑ {𝜋(9)9 ∑ [∑ (𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛	𝑐𝑜𝑠𝑡)𝑔𝑡 +
∑ (𝐿𝑜𝑎𝑑	𝑠ℎ𝑒𝑑𝑑𝑖𝑛𝑔	𝑐𝑜𝑠𝑡) + ∑ (𝑂𝑣𝑒𝑟	𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛	𝑐𝑜𝑠𝑡𝑔𝑛 ]} (10) 

The generation cost itself includes power generation cost, no 
load cost, start-up cost, and shut-down cost. The load shedding 
is modeled as an expensive generator that is installed at all 
buses that have load. The over generation is defined as a load 
with expensive penalty cost installed at each generating node. 
Note that by removing the first term in (9) and ignoring penalty 
cost indices, the objective function will be the minimization of 
load shedding and over-generation only. 

4) Constraints: The constraints of the problem are the fol-
lowing:  

𝑃𝐺(<)?BC𝑢(9,<,�) ≤ 𝑃𝐺(9,<,�) ≤ 𝑃𝐺(<)?@A𝑢(9,<,�) ∀	𝑠, g, t (11) 

} 𝑣(9,<,:) ≤ 𝑢(9,<,�)

�

:~�c6��cd

 
∀𝑠,	g, t (12) 

} 𝑥(9,<,:) ≤ 1 − 𝑢(9,<,�)

�

:~�c7��cd

 
∀	𝑠,	g, t (13) 

𝑣(9,<,�) − 𝑥(9,<,�) = 𝑢(9,<,�) − 𝑢(9,<,�cd) ∀	𝑠,	g, t (14) 
𝑃(9,C,�) = �𝑃𝐺(9,C,�) + 𝑃(9,C,�)89: � − �𝑃(9,C,�)I + 𝑃(9,C,�)

;< � ∀	𝑠,	n, t (15) 
−𝐹(?)?@A ≤ 𝐹(9,?,�) ≤ 𝐹(?)?@A  ∀	𝑠, t 

∀	𝑚 ∈ M(9) 
(16) 

𝐹(9,?,�) = (𝑷𝑻𝑫𝑭(?) × 𝑷(9,�))

+} �𝑃𝑇𝐷𝐹(?,�O?(�));∈�(�,�)

− (𝑃𝑇𝐷𝐹(?,�;(�)) 𝐹𝐶(9,�,;) 

∀	𝑠, 𝑡 
∀	𝑚 ∈ M(9) 

(17) 

(𝑷𝑻𝑫𝑭(;) × 𝑷(9,�)) − 𝐹𝐶(9,�,;)
+} ¢𝑃𝑇𝐷𝐹�;,�O?��h� ;h∈�(�,�)

− (𝑃𝑇𝐷𝐹�;,�;��h� 
£𝐹𝐶(9,�,;h)

= 	0 

∀	𝑠, 𝑡 
∀	𝑜 ∈ O(9,�) 

(18) 
 

∑ [(𝑃𝐺(9,C,�) + 𝑃(9,C,�)
89: ) − 𝑃(9,C,�)

I + 𝑃(9,C,�)
;< ]C 	= 0 ∀	𝑠, t (19) 

𝑅𝑚𝑝(<)GH𝑢(9,<,�cd) + 𝑃𝐺(<)?@A𝑣(9,<,�)
≥ 𝑃𝐺(9,<,�) − 𝑃𝐺(9,<,�cd) 

∀	𝑠,	g, t (20) 

𝑅𝑚𝑝(<)GH𝑢(9,<,�) + 𝑃𝐺(<)?@A𝑥(9,<,�)
≥ 𝑃𝐺(9,<,�cd) − 𝑃𝐺(9,<,�) 

∀	𝑠,	g, t (21) 

𝑢(9,<,�) = 𝑢(9h,<,�) ∀	𝑠, 𝑠k ∈ 	S (22) 
Generation maximum and minimum limits are represented in 

(11). Minimum up and down times are given in (12)-(14). (15) 
represents the nodal net injected power calculation. It should be 
mentioned that (15) is the comprehensive form of (2), when load 
shedding and over generation are allowed. Load shedding and 
over-generation are modeled as injections and withdrawals, re-
spectively. (16) ensures that the flow on the lines that should be 
monitored (those that violated their thermal capacity in the pre-
vious iteration) stay within the limits; (17) and (18) calculate 
the line power flow for such lines. (17) and (18)  account for the 
changes in the topology of the network. A detailed explanation 
is given later. The power balance is defined in (19), allowing 
load shedding and over-generation. (20) and (21) represent the 
ramp-up and ramp-down limitations over the generation units. 
The last equation enforces the commitment status of generation 
units be the same for all scenarios. Equations (9) to (22) are used 
in the second segment of the flowchart, shown in Fig.  1 

5) Multiple line outage modeling: As mentioned earlier, a 
single line outage can be modeled using LODF sensitivities. 
However, with multiple line outages, LODFs cannot be directly 
used as LODF depends on the network topology. After just one 
outage, the topology changes and LODF matrix needs to be re-
calculated. To overcome this challenge, flow canceling transac-
tions are introduced in [34]–[36] for network topology optimi-
zation problem. Here, we employ the same concept to model 
multiple line outages. Flow canceling transactions are a pair of 
injections that would represent the outage of a line. The trans-
actions are calculated such that their impact on the rest of the 
network resembles the outage of the line.  Fig.  2 shows a 
meshed network with two lines that are out: 𝑂d  and 𝑂§ . The 
outage of these lines are represented by a pair of flow canceling 
transactions: 𝐹𝐶d and 𝐹𝐶§. Additionally, Fig.  2 shows another 
line in the meshed network, line 𝑚, whose flow is affected by 
outage of other lines. To clearly explain how flow canceling 
transactions are calculated, we assume that the transactions are 
placed on two fictional buses that are infinitely close to the 
“from” and “to” buses of the lines experiencing an outage. The 
connection between the real buses and the fictional buses are 
shown with dotted lines. If the flow on these dotted connections 
are zero, the line will be effectively out, from the viewpoint of 
the rest of the network. This flow will include the original line 
flow as well as the impact of the flow canceling transactions. 
The original flow on the line can be calculated using the PTDF 
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matrix and the nodal injections: 𝐹� = 𝑷𝑻𝑫𝑭(�) × 𝑷. The impact 
of flow canceling transactions on the line flow can also be cal-
culated using the PTDF matrix: ¢1 − �𝑃𝑇𝐷𝐹�,�O?(¨)

−

𝑃𝑇𝐷𝐹�,�;(¨)	 £𝐹𝐶�. Note that �𝑃𝑇𝐷𝐹�,�O?(¨)
− 𝑃𝑇𝐷𝐹�,�;(¨)	  

portion of the transaction will flow on the line itself and 
¢1 − �𝑃𝑇𝐷𝐹�,�O?(¨)

− 𝑃𝑇𝐷𝐹�,�;(¨)	 £ of it will flow through 
the meshed network. This portion of the flow has to pass the 
dotted connections. Thus, to model a line outage,  𝐹𝐶� should 
be calculated in a way that the total flow on the dotted portion 
of the line becomes zero: 𝑷𝑻𝑫𝑭(�) × 𝑷 − ¢1− �𝑃𝑇𝐷𝐹𝑂,𝑓𝑟𝑚(𝑂) −

𝑃𝑇𝐷𝐹𝑂,𝑡𝑜(𝑂)	 £𝐹𝐶𝑂 = 0.  
 To extend this equation to the case of multiple line out-

ages, the impact of flow canceling transactions on all the open 
lines should be included in the calculation of the flow canceling 
transactions. This will lead to a system of |𝑂| linear equations 
and |𝑂| unknowns, as shown in (18). It should be noted that 
flow canceling transactions are valid as long as the outages do 
not isolate a meshed part of the network. To ensure the validity 
of the model, the outage possibilities and their impacts on the 
meshed network topology are checked in Segment 1.  
 

 
Fig.  2. Flow canceling transactions to represent multiple line outages 

The advantage of (18) is that it represents the impacts of mul-
tiple line outages with a system of linear equations. Adding 
these equations to the optimization problem as constraints will 
model simultaneous outages, while keeping the complexity of 
the problem to a linear program. This way, the flow canceling 
transactions are calculated within the optimization problem, 
which makes the calculation of flow on other lines, e.g., line 𝑚, 
rather simple. For any other line in the network, the flow can-
celing transactions are treated simply as nodal injections, as 
shown in (17). 

6) Post-optimization calculations in Segment 3: In segment 
three of the flowchart, the same equations as segment two are 
used with one change. In section three, all the network variables 
are calculated, not just the previously selected ones. For exam-
ple, in power flow calculation, equations (16) and (17) are 
changed to (23) and (24), respectively. 

−𝐹(f)?@A ≤ 𝐹(9,f,�) ≤ 𝐹(f)?@A ∀	𝑠, t (23) 

∀	𝑘 
𝐹(9,f,�) = (𝑷𝑻𝑫𝑭(f) × 𝑷(9,�))

+} �𝑃𝑇𝐷𝐹(f,�O?(�¬�));�(�,�)

− (𝑃𝑇𝐷𝐹(f,�;(�¬�)) 𝐹𝐶(9,�,;�) 

∀	𝑠, 𝑡 
∀	𝑘 

(24) 

This change guarantees that network violations are detected 
and necessary changes are implemented before algorithm ter-
mination. If a violation is found, the constraint controller matri-
ces, such as M, will be updated. This update will change the 
optimization model, by adding additional constraints, in the 
next iteration and eliminate the detected violations. If no viola-
tion is found, the calculated values will be saved as the final 
solution to the SUC problem. 

VI. TEST CASE 
To evaluate the performance and validate the accuracy of the 

proposed model, it is first compared with two standard unit-
commitment methods on a large network. The reason that we 
do not compare them in solving the SUC is that we were not 
able to solve any large network with multiple scenarios using 
other methods, with the hardware that was available to us and 
within an acceptable time. The selected test case network is AC-
TIVSg2000 (Synthetic grid on a footprint of Texas) with 2,000 
buses, 540 generation units, and 3,206 transmission lines [37]. 
As a source of uncertainty, we used the data regarding the effect 
of a hurricane on the transmission lines. As the hurricane hits 
different parts of the network at different times, each element 
of the network there has a failure possibility, which is a function 
of time. The test system alongside the path for the hurricane is 
illustrated in Fig.  3. 

 
Fig.  3. Network elements and hurricane path used as a test case 

A. Simulation Environment 
While there are some appropriate software environment op-

tions, we chose to use Java in combination with IBM CPLEX 
as our simulation environment. Java is fast and has flexible 
memory management [38], [39]. The machine we used to run 
the methods utilizes Intel® Core™ i7-7700 CPU @3.60GHz as 
a central and only processor combined with 16.0 GB of RAM, 
which is configured as dual channel bandwidth @ 2.40 GHz. 
The software package includes Eclipse Jee ver. 4.1 and IBM 
CPLEX ver. 12.8-64 bit running on Windows 10 Pro. 
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Table 1 presents the results obtained for the standard UC 
problem when over-generation and load shedding is not al-
lowed, and there is no outage during the period of study. In this 
table, B-θ represents the standard B-θ UC formulation; PTDF 
represents the fully constrained PTDF UC with all the network 
constraints included. 

As can be seen in Table 1, the proposed algorithm has the 
same accuracy as other methods while it needs much less 
memory and time. Here, a slight difference in objective value is 
due to the MIP gap in CPLEX, which is set to 0.05. 

 
TABLE 1. BENCHMARK RESULT FOR THE PROPOSED METHOD 

Method B-θ PTDF Proposed 
Cost Function ($) 2.0186E+7 2.0186E+7 2.0185E+7 
Solution Time (minute) 138 18 2 
Required Random Access 
Memory (GigaBytes) 4 1 0.2 

 
The main reason for the reduced calculation time is the han-

dling of transmission constraints. The number of line con-
straints is decreased by 99.06% in the proposed method, as 
there are just 30 lines that violate the thermal capacity, not all 
3,206 lines.  
   Adding load shedding and over-generation to the model sig-
nificantly increases the number of variables and constraints for 
the generation units, which itself increases the solution time. It 
should be mentioned that the calculation time is affected by the 
penalty cost considered for load shedding and over-generation. 
For a penalty cost of 1,000 times more than the most expensive 
generated unit of power (about $30,000 MWhr-1), the solution 
time increases to 4 minutes. The results for the same case as 
shown in Table 1 as well as load shedding and over-generation 
are shown in Table 2. As can be seen, the objective value is the 
same while the calculation time doubled. 
 
TABLE 2. COMPARISON BETWEEN STANDARD UC AND WHEN LOAD SHEDDING 

IS ALLOWED AT A HIGH COST 

 Objective 
Value ($) 

Unserved 
Load (MW) 

Solution 
Time (Sec) 

Iterations 
Required 

Standard UC 2.0185E+7 0 120 3 
UC + Load 
shedding 2.0185E+7 0 250 4 

    
Adding scenarios to the stochastic UC is evaluated in the next 

step. In order to test the stochastic UC performance, we consid-
ered ten scenarios. Ten scenarios describe ten possible condi-
tions regarding the future uncertainties in the network.  

We used failure prediction data to generate scenarios in a 
way that the first scenario represents the best possible case (no 
outage), and the last scenario represents the worst possible case 
in term of outages. The total number of affected lines by the 
hurricane is around 100. 

Having this test case, we aim to investigate two research 
questions: 1) is the algorithm computationally efficient? and 2) 
does it significantly improve reliability?  

In term of performance in the calculation, the solution time 
is about four hours, and it consumes less than Five GB of RAM, 
while there is more free available memory on the system. An 
important note here is that as the algorithm uses an iterative 
method to detect bounded variables and put them in the con-
straints, the solution time and memory is highly dependent on 
outages (number of outages and their locations) and scenarios. 
We tried different cases from a few outages to many outages 
with different scenario creation methods. While the solution 
time was different for each case, it was never more than ten 
hours for ten scenarios.  

To answer the second question, we ran a Monte Carlo simu-
lation using the failure possibility data we had from a hurricane, 
to check how effective the developed algorithm is. Results are 
shown in Table 3.  

 
TABLE 3. COMPARISON BETWEEN BUSINESS AS USUAL AND USING PREVENTIVE 

SUC FOR DAY-AHEAD GENERATION PLAN 

 Expected Unserved 
Load (MWhr) 

Expected Cost 
($) 

Business as Usual 39,393 1.190E+9 
Preventive SUC 17,188 0.531E+9 
 
A significant finding here is that preventive SUC can reduce 

the expected unserved load by 56.4%. In cases such as hurri-
canes, reducing power outages by a factor of 50% is rather sig-
nificant. Note that such reduction in outages was achieved using 
an enhanced implementation of SUC, which is tractable in a 
large-scale Texas test case. 

CONCLUSION 
While there are many methods to solve the stochastic unit 

commitment problem, none of them is suitable for large net-
works and multiple uncertain line outage possibilities. In this 
paper, for the first time, we developed a tractable method to 
solve SUC when there is a possibility for the failure of a large 
number of transmission lines. The method uses shift factors for 
rapid calculation of power flows and flow canceling transac-
tions for efficient modeling of multiple line outages. Addition-
ally, to keep the size of the problem manageable, critical con-
straints are detected and added iteratively. As one application 
for the proposed algorithm, a preventive day-ahead unit com-
mitment model was developed for Texas 2000-bus test system, 
affected by a hypothetical hurricane. The simulation results 
showed that it is possible to reduce the power outage and in-
crease system reliability significantly by implementing the pro-
posed method. The results also showed that the proposed 
method is tractable on large-scale systems.    

VII. FUTURE WORK 
To effectively use and solve preventive SUC, there are two 

main concerns that need to be addressed. First, a tractable 
method and formulation are required to handle large-scale real-
world systems . Second, an efficient scenario selection method 
is needed to select a small but representative subset out of all 



8 
 
 
 
 
the possible scenarios. In applications such as preventive SUC, 
to minimize the load loss during a hurricane, the number of all 
possible scenarios can easily be larger than the number of atoms 
in the earth. Obviously, all of the scenarios cannot be modeled. 
The first concern was addressed in this paper and the second 
one requires further research in the future.   

REFERENCES 
[1] B. Saravanan, S. Das, S. Sikri, and D. P. Kothari, “A solution to the unit 

commitment problem-a review,” Front. Energy, vol. 7, no. 2, pp. 223–
236, 2013. 

[2] Q. P. Zheng, J. Wang, and A. L. Liu, “Stochastic Optimization for Unit 
Commitment—A Review,” IEEE Trans. Power Syst., vol. 30, no. 4, pp. 
1913–1924, Jul. 2015. 

[3] M. Köppe, “On the Complexity of Nonlinear Mixed-Integer 
Optimization,” Springer, New York, NY, 2012, pp. 533–557. 

[4] M. Laurent and F. Rendl, “Semidefinite Programming and Integer 
Programming,” Handbooks Oper. Res. Manag. Sci., vol. 12, pp. 393–514, 
Jan. 2005. 

[5] K. Leyton-Brown, E. Nudelman, and Y. Shoham, “Learning the Empirical 
Hardness of Optimization Problems: The Case of Combinatorial 
Auctions,” Springer, Berlin, Heidelberg, 2002, pp. 556–572. 

[6] J. F. Restrepo and F. D. Galiana, “Assessing the Yearly Impact of Wind 
Power Through a New Hybrid Deterministic/Stochastic Unit 
Commitment,” IEEE Trans. Power Syst., vol. 26, no. 1, pp. 401–410, Feb. 
2011. 

[7] E. Du et al., “Operation of a High Renewable Penetrated Power System 
With CSP Plants: A Look-Ahead Stochastic Unit Commitment Model,” 
IEEE Trans. Power Syst., vol. 34, no. 1, pp. 140–151, Jan. 2019. 

[8] T. Xu and N. Zhang, “Coordinated Operation of Concentrated Solar 
Power and Wind Resources for the Provision of Energy and Reserve 
Services,” IEEE Trans. Power Syst., pp. 1–1, 2016. 

[9] T. A. Nguyen and M. L. Crow, “Stochastic Optimization of Renewable-
Based Microgrid Operation Incorporating Battery Operating Cost,” IEEE 
Trans. Power Syst., vol. 31, no. 3, pp. 2289–2296, May 2016. 

[10] F. Bouffard and F. D. Galiana, “Stochastic security for operations 
planning with significant wind power generation,” in 2008 IEEE Power 
and Energy Society General Meeting - Conversion and Delivery of 
Electrical Energy in the 21st Century, 2008, pp. 1–11. 

[11] Nerc, “State of Reliability 2013,” Nerc, no. May, p. 109, 2014. 
[12] A. Kenward and U. Raja, “Blackout: Extreme Weather , Climate Change 

and Power Outages,” Clim. Cent., p. 23, 2014. 
[13] J. Waight, F. Albuyeh, and A. Bose, “Scheduling of Generation and 

Reserve Margin Using Dynamic and Linear Programming,” IEEE Trans. 
Power Appar. Syst., vol. PAS-100, no. 5, pp. 2226–2230, May 1981. 

[14] M. Sahraei-Ardakani, X. Li, P. Balasubramanian, K. W. Hedman, and M. 
Abdi-Khorsand, “Real-Time Contingency Analysis With Transmission 
Switching on Real Power System Data,” IEEE Trans. Power Syst., vol. 
31, no. 3, pp. 2501–2502, May 2016. 

[15] K. Hreinsson, B. Analui, and A. Scaglione, “Continuous Time Multi-
Stage Stochastic Reserve and Unit Commitment,” in 2018 Power Systems 
Computation Conference (PSCC), 2018, pp. 1–7. 

[16] B. Analui and A. Scaglione, “A Dynamic Multistage Stochastic Unit 
Commitment Formulation for Intraday Markets,” IEEE Trans. Power 
Syst., vol. 33, no. 4, pp. 3653–3663, Jul. 2018. 

[17] C. Wang and Y. Fu, “Fully Parallel Stochastic Security-Constrained Unit 
Commitment,” IEEE Trans. Power Syst., vol. 31, no. 5, pp. 3561–3571, 
Sep. 2016. 

[18] K. Cheung et al., “Toward scalable stochastic unit commitment,” Energy 
Syst., vol. 6, no. 3, pp. 417–438, Sep. 2015. 

[19] N. G. Singhal, N. Li, and K. W. Hedman, “A Reserve Response Set Model 
for Systems with Stochastic Resources,” IEEE Trans. Power Syst., vol. 
33, no. 4, pp. 4038–4049, Jul. 2018. 

[20] Y. Fu and M. Shahidehpour, “Fast SCUC for large-scale power systems,” 
IEEE Trans. Power Syst., vol. 22, no. 4, pp. 2144–2151, Nov. 2007. 

[21] P. A. Ruiz, E. Goldis, A. M. Rudkevich, M. C. Caramanis, C. R. Philbrick, 
and J. M. Foster, “Security-Constrained Transmission Topology Control 
MILP Formulation Using Sensitivity Factors,” IEEE Trans. Power Syst., 

vol. 32, no. 2, pp. 1597–1605, 2017. 
[22] P. A. Ruiz, C. R. Philbrick, E. Zak, K. W. Cheung, and P. W. Sauer, 

“Uncertainty Management in the Unit Commitment Problem,” IEEE 
Trans. Power Syst., vol. 24, no. 2, pp. 642–651, May 2009. 

[23] M. I. Alizadeh, M. P. Moghaddam, and N. Amjady, “Multistage 
Multiresolution Robust Unit Commitment With Nondeterministic 
Flexible Ramp Considering Load and Wind Variabilities,” IEEE Trans. 
Sustain. Energy, vol. 9, no. 2, pp. 872–883, Apr. 2018. 

[24] Y. An and B. Zeng, “Exploring the Modeling Capacity of Two-Stage 
Robust Optimization: Variants of Robust Unit Commitment Model,” 
IEEE Trans. Power Syst., vol. 30, no. 1, pp. 109–122, Jan. 2015. 

[25] I. Blanco and J. M. Morales, “An Efficient Robust Solution to the Two-
Stage Stochastic Unit Commitment Problem,” IEEE Trans. Power Syst., 
vol. 32, no. 6, pp. 4477–4488, Nov. 2017. 

[26] A. Nasri, S. J. Kazempour, A. J. Conejo, and M. Ghandhari, “Network-
Constrained AC Unit Commitment Under Uncertainty: A Benders’ 
Decomposition Approach,” IEEE Trans. Power Syst., vol. 31, no. 1, pp. 
412–422, Jan. 2016. 

[27] F. Mohammadi, H. Gholami, G. B. Gharehpetian, and S. H. Hosseinian, 
“Allocation of Centralized Energy Storage System and Its Effect on Daily 
Grid Energy Generation Cost,” IEEE Trans. Power Syst., vol. 32, no. 3, 
pp. 2406–2416, 2017. 

[28] B. Stott, J. Jardim, and O. Alsac, “DC Power Flow Revisited,” IEEE 
Trans. Power Syst., vol. 24, no. 3, pp. 1290–1300, Aug. 2009. 

[29] R. Idema and D. J. P. Lahaye, “Traditional Power Flow Solvers,” 2014, 
pp. 59–72. 

[30] A. J. Wood and B. F. Wollenberg, Power generation, operation, and 
control, 3rd edition. J. Wiley & Sons, 2016. 

[31] Jiachun Guo, Yong Fu, Zuyi Li, and M. Shahidehpour, “Direct 
Calculation of Line Outage Distribution Factors,” IEEE Trans. Power 
Syst., vol. 24, no. 3, pp. 1633–1634, Aug. 2009. 

[32] D. A. Tejada-Arango, P. Sanchez-Martin, and A. Ramos, “Security 
Constrained Unit Commitment Using Line Outage Distribution Factors,” 
IEEE Trans. Power Syst., vol. 33, no. 1, pp. 329–337, Jan. 2018. 

[33] T. Guler, G. Gross, and Minghai Liu, “Generalized Line Outage 
Distribution Factors,” IEEE Trans. Power Syst., vol. 22, no. 2, pp. 879–
881, May 2007. 

[34] F. Mohammadi and M. Sahraei-ardakani, “Towards Tractable Stochastic 
Unit Commitment for Preventive Operation during Hurricanes,” in IEEE 
PES General Meeting 2019, Accepted, 2019. 

[35] Y. Sang, M. Sahraei-Ardakani, J. Xue, and G. Ou, “Effective Scenario 
Selection for Preventive Stochastic Unit Commitment during 
Hurricanes,” in 2018 IEEE International Conference on Probabilistic 
Methods Applied to Power Systems (PMAPS), 2018, pp. 1–6. 

[36] Y. Sang, M. Sahraei-Ardakani, and G. Ou, “Reducing Hurricane-induced 
Power Outages through Preventive Operation,” 2019. [Online]. 
Available: https://ardakani.ece.utah.edu/wp-
content/uploads/sites/75/2018/05/HurricanePaper.pdf. 

[37] A. B. Birchfield, T. Xu, K. M. Gegner, K. S. Shetye, and T. J. Overbye, 
“Grid Structural Characteristics as Validation Criteria for Synthetic 
Networks,” IEEE Trans. Power Syst., vol. 32, no. 4, pp. 3258–3265, Jul. 
2017. 

[38] IBM, “CPLEX Optimizer Ver. 12.8 | IBM,” 2018. [Online]. Available: 
https://www.ibm.com/analytics/cplex-optimizer. [Accessed: 30-Oct-
2018]. 

[39] ECLIPS Foundation, “Eclipse IDE for Java EE Developers | Eclipse 
Packages,” 2019. [Online]. Available: 
https://www.eclipse.org/downloads/packages/release/kepler/sr2/eclipse-
ide-java-ee-developers. [Accessed: 20-Feb-2019]. 

 
 
Farshad Mohammadi received his B.S. degree in electrical engineering from 
S&B University, Zahedan, Iran, with First Class Honors in 2010, and the M.S. 
degree in electrical engineering from Amirkabir University of Technology, 
Tehran, Iran, in 2013. He is currently working toward the Ph.D. degree in elec-
trical and computer engineering at the University of Utah, Salt Lake City, UT. 
 
Mostafa Sahraei-Ardakani (M’06) received the Ph.D. degree in energy engi-
neering from The Pennsylvania State University, University Park, PA (2013). 
He is an Assistant Professor at the University of Utah, Salt Lake City, UT. 


